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Abstract
In this paper we present an historical perspective of CMOS

image sensors from their inception in the mid 1960s through
their resurgence in the 1980s and 90s to their dominance in the
21st century. We focus on the evolution of key performance pa-
rameters such as temporal read noise, fixed pattern noise, dark
current, quantum efficiency, dynamic range, and sensor format,
i.e the number of pixels. We discuss how these properties were
improved during the past 30 plus years. We also offer our per-
spective on how performance will be improved by CMOS tech-
nology scaling and the cell phone camera market.

Introduction
MOS image sensors are not a new development, and they

are also not a typical disruptive technology. MOS image sensors
were first devised in the mid 1960’s, when the incumbent tech-
nology for electronically capturing video was the vidicon tube
not the CCD. Vidicon technology was mature with more than
30 years of television development behind it. Although the im-
age quality generated by a vidicon tube was excellent, its size,
weight, and lag were disadvantageous for many applications1.
These limitations created the impetus necessary to develop solid
state MOS image sensors.

During the 1960’s MOS image sensors were used in many
applications including optical character recognition, reading
aids for the blind, and low resolution 2D cameras. Unfortu-
nately MOS sensors had many problems including both high
fixed pattern and temporal noise. CCDs were invented in 1969
and quickly offered better imaging performance than MOS im-
age sensors. This forced MOS image sensors into only a few
specialized applications such as spectroscopy.

Throughout the 1970’s CCDs dominated the image sen-
sor market, due to their inherently lower FPN. During the early
1980’s CCDs were controlled by only a few companies and were
produced for only a few applications. This made conditions
right for universities and companies to start the exploration of
CMOS image sensors, the next generation of MOS image sen-
sors, for various applications. This included applications such as
machine vision, hand held video cameras,and space based sen-

1For a detailed description of vidicon tubes see [1].

sors. CMOS image sensors can integrate sensing and process-
ing on the same chip and have higher radiation tolerance than
CCDs. In addition CMOS sensors could be produced by a vari-
ety of different foundries. This opened the creative flood gates
and allowed people all over the world to experiment with CMOS
image sensors.

The 1990’s saw the rapid development of CMOS image
sensors by universities and small companies. By the end of
the 1990’s image quality had been significantly improved, but
it was still not as good as CCDs. During the first few years of
the 21st century it became clear that CMOS image sensor could
out–perform CCDs in the high speed imaging market, but that
their performance still lagged in other markets. Then, the devel-
opment of the cell phone camera market provided the necessary
capital to improve CMOS image sensors to a point where they
out–perform CCDs in many applications today.

Another good description of the history of MOS/CMOS
image sensors is presented by Fossum in [2, 3].

In the remainder of this paper we will elaborate on the
history of MOS/CMOS image sensors using key performance
parameters to track their development. In the next section we
present definitions for temporal read noise, fixed pattern noise,
dark current, quantum efficiency, dynamic range, and format as
they pertain to MOS image sensors. In following three sections
we chronicle the invention, resurgence and the present and fu-
ture of MOS image sensors. Finally we present our conclusions.

Definitions
In this Section we discuss six key parameters that deter-

mine an image sensor’s performance. This is clearly an over-
simplification, because more than six parameters are required to
completely characterize an image sensor. In this paper the six
parameters that we will focus on are temporal read noise, fixed
pattern noise, dark current, quantum efficiency, dynamic range,
and sensor format.

In order to simplify the explanation of these parameters we
present a simplified model for an image sensor, i.e.

Yi, j(t) = gi, j(ηFi, jtint + Idc
i, j tint +Ni, j(t))+Oi, j, (1)

where Yi, j is the sensor output voltage from pixel (i, j), η is the
quantum efficiency of the sensor, Fi, j is the photon flux at pixel



(i, j), tint is the sensor integration time, Idc
i, j is the sensor dark

current at pixel (i, j), Ni, j is the temporal read noise, gi, j is the
conversion gain of pixel (i, j), and finally Oi, j is the fixed offset
voltage of pixel (i, j).

We define temporal read noise of pixel (i, j) as the RMS
variation in Ni, j(t). To measure this value the sensor integra-
tion time is typically set to zero, i.e. tint = 0 and Yi, j(t) is mea-
sured multiple times. Temporal read noise is typically reported
in electrons(e-) RMS. Temporal read noise consists of thermal
and 1/f noise from transistors in the readout path, and detector
(photogate or photodiode) reset noise[4].

We define fixed pattern noise (FPN) as the pixel to pixel
variation of the sensor when the input signal Fi, j is constant for
all pixels. In our simple model this implies that FPN consists of
two components, offset and gain. The offset FPN is caused by
dark current variation and transistor mismatch, i.e. the pixel to
pixel variations in gi, j(Idc

i, j tint) + Oi, j . Gain variation is caused
by variation in effective pixel size and conversion gain, i.e. gi, j .
We will define offset FPN as the peak to peak variation from
pixel to pixel divided by the sensor full scale output, and we
define gain FPN as

(
maxgi, j −mingi, j

)
/gi, j where gi, j is the

average sensor gain. See [5] for detailed discussion of FPN in
MOS image sensors.

Dark current Idc
i, j is the photodetector leakage current. It

is typically measured as a function of integration time and
temperature when Fi, j = 0. It is often reported in units of
pA/cm2 at a specific operating temperature. Dark current con-
sists of both Shockley–Hall–Read (SHR) generation and diffu-
sion currents[6]. It is very sensitive to temperature and silicon
defect density. For example, the dark current doubling rate of a
MOS image sensor is typically between 6-12◦C at room temper-
ature.

Quantum efficiency η is defined as the ratio between the
number of collected electron/hole pairs to the number of inci-
dent photons at a specific wavelength. The quoted quantum effi-
ciency is typically the maximum achieved over the visible spec-
trum.

Dynamic range is defined as the maximum non-saturating
signal divided by the temporal read noise. For example, if the
average sensor conversion gain gi, j = 2µV/e- and the maximum
output signal is 1V and the sensor temporal read noise is 50e-
RMS, then the dynamic range of the sensor is 500000/50 =
10000, i.e. 80dB. Finally, sensor format is the number of pixels
in an image sensor.

Invention of the MOS Image Sensor
Research on solid state image sensors began in the mid

1960’s. The first MOS integrating solid state image sensor was
developed at Fairchild Semiconductor in Palo Alto, California
by G. Weckler in 1967[7]. He developed a MOS passive pixel

architecture as shown in Figure 1 that used a reverse biased pho-
todiode to integrate photogenerated charge, connected to a sin-
gle pchannel MOS transistor to individually access each pixel in
a linear array. The photodiode is read out by turning on the MOS
access transistor and transferring charge from the photodiode to
a column amplifier via the column bit line. During this process
the photodiode is also reset to fixed voltage determined by the
column level amplifier. Typically a capacitive transimpedance
amplifier is used at the column level for passive pixel sensors.
Between readout periods the photodiode is always integrating
photocharge. This development dramatically increased the sen-
sitivity of MOS image sensors compared with non-integrating
photoresistive sensors.

Quickly, researchers at Plessey, Stanford University, Uni-
versity of Waterloo, and Nippon Electric Company started de-
velopment of MOS image sensors. In 1968 P. Noble at Plessey
in Northamptonshire England proposed the MOS active pixel
architecture[8]. This pixel architecture, shown in Figure 2, uses
a pchannel MOS transistor to buffer the photodiode voltage.
This circuit trades–off higher sensor speed and lower temporal
read noise for smaller pixel fill factor, i.e. the ratio of photodi-
ode area to the pixel area. The photodiode is reset by turning
on M1, which forces the voltage across the photodiode to VDD.
The photodiode voltage is readout by turning on M3 and using
M2 as a source follower. Just like the MOS passive pixel archi-
tecture, between readout/reset periods the photodiode is always
integrating photocharge. Other researchers at Plessey and at the
University of Waterloo in Canada also worked on the MOS ac-
tive pixel architecture[9, 10, 11] during late 1960’s and early
1970’s.

At the same time researchers at Stanford University were
working on MOS passive pixel image sensors for aiding the
blind to read standard printed text[12, 13, 14]. This research
was commercialized into the Optacon in the early 1970’s.

In Japan, Nippon Electric Company (NEC) was also
developing MOS passive pixel image sensors for line scan
applications[15] in the early 1970’s.

The performance of early MOS image sensors was limited
by offset fixed pattern noise caused by MOS transistor threshold
and gate–to–source overlap capacitance variation. For example
a typical MOS image sensor had about 5% full scale (FS) offset
fixed pattern noise. That corresponds to about ±300mV of pixel
to pixel variation under dark conditions.

Just after the development of the MOS image sensors,
CCDs were conceived by W. S. Boyle and G. E. Smith at AT&T
in September of 1969[16]. CCD image sensors quickly evolved
to become the prevailing technology for visible solid-state imag-
ing, mainly because MOS image sensors could not match their
imaging performance. Moreover, CCDs achieved an order of
magnitude lower offset fixed pattern noise than contemporary



MOS image sensors. This caused research on MOS image sen-
sors to almost stop until the early 1980’s.

Resurgence of the MOS Image Sensor
By the early 1980’s CCD technology had improved signif-

icantly. Dark current had been reduced to 10s of pA/cm2 by us-
ing pinned photodiode and multi–phase pinned buried channel
devices, temporal read noise had been reduced to 10s of elec-
trons RMS via correlated double sampling (CDS), and quan-
tum efficiency (QE) had been improved to greater than 90% via
backside illumination[17, 18, 19]. Although CCDs had higher
performance than MOS image sensors there were still reasons
to develop MOS image sensor technology. Specifically, CCDs
were controlled by a few companies, limiting access to the tech-
nology, CCDs have poor radiation tolerance, and sensing and
processing could not be integrated on the same chip.

In the early 1980’s researchers at Hitachi in Japan[20, 21,
22, 23] and at the University of Linkoping in Sweden[24, 25]
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started investigating MOS sensors as an alternative to CCDs.
Both groups used a passive pixel architecture. The Hitachi group
focused on NTSC format, 492 × 388 pixel, 2-D sensors for
portable video camera applications. They reduced the sensor
offset FPN to less than 0.03% of the full scale output (FS), and
increased the dynamic range to 61dB. Now temporal read noise
and dark current were the dominate performance limitations in
MOS image sensors, when compared with CCDs.

R. Forchheimer and his group at the University of Linkop-
ing were interested in developing smart sensors for industrial
inspection applications. They developed a smart sensor technol-
ogy that allowed them to integrate a 1-D photodiode array with
an analog to digital converter (ADC) and a simple signal proces-
sor. This work was commercialized by Integrated Vision Prod-
ucts AB (IVP) in Linkoping Sweden. Throughout the 1980’s and
1990’s IVP developed smart MOS sensors for industrial inspec-
tion, food sorting, quality control, and robotic vision. Although
passive pixel sensors suffer from poor temporal read noise and
high dark current, this limitation is not a serious problem in ma-
chine vision applications because illumination is well controlled
and integration times are short.

Work at the University of Linkoping did not go unnoticed,
and by the end the 1980’s researchers at the University of Edin-
burgh in Scotland were also developing MOS image sensors.
Using a passive pixel architecture, P. Denyer et al. focused
on low cost high volume single chip 2-D cameras[26, 27, 28].
These cameras contained a 2-D sensor, an ADC, and enough
digital logic to perform various camera control functions. In the
early 1990’s this work spawned VLSI Vision Ltd. (Vision) in
Edinburgh Scotland, and this group continued work in this area
until they were acquired by ST Microelectronics in 1999. Cur-
rently this same group is developing CMOS image sensors for
cell phone camera applications. Between the late 1990’s and
now, image quality requirements forced Vision/ST to change
from passive pixel sensors to 3T active pixel sensors, and fi-
nally to 4T active pixel sensors with pinned photodiodes[29, 30].
These changes enabled temporal read noise to be reduced from
100s of electrons RMS to 14e- RMS, dark current to be reduced
from more than 1nA/cm2 to 40pA/cm2 at room temperature, and
sensor formats increased from 16k pixels to greater than 1.3M
pixels.

In the early 1990’s another group of researchers at JPL in
Pasadena California, started to investigate CMOS image sen-
sors for space applications[2, 31, 32, 3, 33, 34, 35]. CMOS im-
age sensors typically have much higher radiation tolerance than
CCD image sensors, making them much more suitable for space
applications. Unlike contemporary research in Japan and Eu-
rope, Fossum et al. focused on active pixel sensors with either
photodiode or photogate detectors. This work was commercial-
ized by Photobit in the mid 1990’s. Photobit was acquired by



Micron Technology in 2001, and currently this same group is
also developing CMOS image sensors for cell phone cameras.
Researchers at JPL are still investigating high-end CMOS im-
age sensors for space and military applications[36, 37]. This
work has produced 2-D photogate sensors that achieve 5e- RMS
temporal readout noise and 2-D photodiode sensors with 109dB
of intrascene dynamic range.

In 1992 researchers at Stanford University in Palo Alto Cal-
ifornia started to investigate CMOS image sensors with pixel
level ADC[38, 39, 40, 41]. This research was focused on
understanding the trade–offs associated with sensor dynamic
range, frame rate, interface simplicity, pixel level processing,
and image quality. Commercialization of this work was per-
formed by Pixel Devices and Pixim in the late 1990’s. Pixel
Devices focused on developing ultra low noise high sensitivity
linear image sensors with pixel level processing for industrial
applications[42, 43, 44]. Pixel Devices was acquired by Agi-
lent Technologies in 2003. Pixim developed ultra wide dynamic
2-D sensors for surveillance applications. Currently Pixim is
still an independent company that produces sensors for high dy-
namic range surveillance applications. The work at Stanford and
Pixim produced 2-D sensors with a dynamic range of 96dB and
frame rates up to 10K frames/sec on a 352 × 288 sensor, i.e.
1Gpixel/sec. The work at Pixel Devices produced linear CMOS
image sensors with temporal readout noise of 1.4e- RMS and a
dynamic range of 96dB at 2.7Klines/sec.

In addition to the work already discussed, researchers at
the California Institute of Technology, Harvard University, MIT,
Canon, IMEC, AT&T, Rockwell, and others were also active in
the development of CMOS image sensors during the 1980’s and
1990’s[45, 46, 47, 48, 49, 50, 51, 52, 53, 54].

At the end of the 1990’s and during the first few years
of 21st century it became clear that CMOS image sensors
were quickly approaching the performance levels of CCDs in
many markets, and they had already surpassed the performance
of CCDs in high speed industrial imaging and high radiation
imaging[55].

CMOS Image Sensors Today and Tomorrow
In the 1990’s most CMOS Image Sensors (CIS) were asso-

ciated with low cost toys due to their inferior quality, but cur-
rent CIS rival or surpass the performance of most CCDs. The
rapid development of the cell phone camera market, i.e. mobile
imaging, has been the driving force behind these technology ad-
vancements.

Most of the challenges in mobile imaging arise from the
demanding size, cost, and imaging requirements under low light
level conditions. As customers demand higher resolutions, pixel
size must be reduced. Currently state of the art pixel pitch ranges
from 2µm to 2.5µm, where the floating diffusion (FD), reset,

source follower and row selection transistors are shared among
4 pixels (1.75T/pixel) [56, 57, 58]. Mainstream CIS are fabri-
cated using a 0.18µm CMOS technology, and by the end of 2006
0.13µm CIS technology will be in production. Process technol-
ogy scaling is enabling smaller pixels and higher resolution at
an almost fixed cost for the digital still and cell phone camera
markets.

The introduction of the pinned photodiode has dramatically
improved the performance of CIS under low light conditions.
The pinned photodiode was developed to reduce lag in CCDs,
but today it is used to reduce dark current and temporal read
noise. It is constructed using a fully depleted n layer sand-
wiched between two p layers, i.e. the p surface pinning layer
and the p substrate. Dark current is typically reduced by two
orders magnitude due to the isolation of generation sites at the
surface of the photodiode, and true CDS is also enabled by the
pinned photodiode. As a result, state of the art CIS has much
lower dark current (< 50pA/cm2), lower temporal read noise (5–
8e- RMS, [56, 57]), and lower offset FPN (< 0.01%FS [56]).
Pinned photodiodes typically have a peak QE of approximately
50%.

The development of pinned photodiodes in low voltage
CMOS process, however, was not an easy task. Due to the lim-
ited supply voltage, complete charge transfer from photodiode
to the floating diffusion is a challenge as the potential barrier
and/or pocket underneath the transfer gate could result in image
lag [59]. Moreover, the requirements of maintaining a large
full well capacity, high responsivity, high QE, and low crosstalk
while continuously shrinking pixel size, demand constant pro-
cess engineering and design trade-off optimization. [58, 60, 61]

In addition to low power consumption and system integra-
tion, high speed and low noise readout are also advantages of
CIS over CCD’s. In [62], a 1920 × 1440 CIS is presented that
operates at 180 frames/sec (6.0Gbps) with only 5.2e- RMS of
temporal read noise and 580 mW of power dissipation; and in
[63], a CIS with sub-electron temporal read noise was demon-
strated that potentially could be used for photo counting.

CIS are quickly becoming ubiquitous in almost every mar-
ket including industrial, scientific, medical, and defense imag-
ing. Even digital still cameras (DSC) and camcorders are
switching from CCDs to CIS [64]. Intelligent transport systems
and automotive “scene processing” applications are starting to
rely on CIS [65]. In addition, numerous experiments have been
reported where CIS are used for in vitro and in vivo live cell
imaging, for studying bio-luminescence, and for DNA sequenc-
ing [66, 67].

Conclusions
The performance of MOS/CMOS image sensors has con-

tinuously improved since their inception in the late 1960’s.



Moore’s law and the capital generated by the cell phone camera
market promise to keep this trend going many years to come.
In the following six figures we graph some of the improvements
in MOS/CMOS image sensors over the past 30 plus years. The
points in each graph represent reported data and the solid line is
the least squares linear fit to the data. These figures are incom-
plete and do not show correlations between parameters or trade-
offs between parameters, but they do show the general trends.
Figure 3 shows how offset FPN as been reduced as a function of
time to a level where it is unnoticeable today. Figure 4 shows
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Figure 3. MOS/CMOS Image Sensor Offset FPN

how temporal read noise has been reduced as a function of time
from 100s of e- RMS to less than 10e- RMS. This has been en-
abled by CMOS technology shrinking and the pinned photodi-
ode. Figure 5 shows how dynamic range has been increased as
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Figure 4. MOS/CMOS Image Sensor Temporal Read Noise

a function of time to over 100dB, but this graph also shows that

60-70dB is still a typical value for most applications. Figure 6
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Figure 5. MOS/CMOS Image Sensor Dynamic Range

shows how dark current has been decreased as a function of time
from 100s of nA/cm2 to 10s of pA/cm2 by using pinned photo-
diodes. Figure 7 shows how quantum efficiency has stayed con-
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Figure 6. MOS/CMOS Image Sensor Dark Current

stant or decreased slightly as a function of time. This is due to
reductions in pixel size and the reflective limitation caused by
the SiO2 silicon interface[68]. Clearly the next step for CIS is
backside illumination[69]. Figure 8 shows how the number of
pixels in a MOS/CMOS image sensor has increased from 10s in
the 1960’s to over 10 million in the 21st century.

Acknowledgments
We would like to thank David Wen, Steve Mims, Brett

Frymire, and Dan Laxson for their helpful comments.



 0.2

 0.25

 0.3

 0.35

 0.4

 0.45

 0.5

 0.55

 0.6

 0.65

 0.7

 1965  1970  1975  1980  1985  1990  1995  2000  2005  2010

Q
E

 (
el

ec
tr

on
s/

ph
ot

on
)

Year

 

LSF

Figure 7. MOS/CMOS Image Sensor Quantum Efficiency

 10

 100

 1000

 10000

 100000

 1e+06

 1e+07

 1965  1970  1975  1980  1985  1990  1995  2000  2005  2010

S
en

so
r 

F
or

m
at

 (
#p

ix
el

s)

Year

MOS Image Sensor Format

log LSF

Figure 8. MOS/CMOS Image Sensor Format

References
[1] S. Donati, Photodetectors: Devices, Circuits, and Appli-

cations, Preentice Hall PTR, 2000.
[2] E. Fossum, “Active Pixel Sensors: are CCD’s dinosaurs,”

in Proceedings of SPIE, pp. 2–14, (San Jose), February
1993.

[3] E. Fossum, “CMOS Image Sensors: Electronic Camera
On A Chip,” in IEEE IEDM Technical Digest, December
1995.

[4] H. Tian, B. Fowler, and A. El Gamal, “Analysis of Tem-
poral Noise in CMOS APS,” in Proceedings of SPIE,
vol. 3649, (San Jose), January 1999.

[5] A. El Gamal, B. Fowler, and H. Min, “Modeling and Esti-
mation of FPN Components in CMOS Image Sensors,” in
Proceedings of SPIE, vol. 3301, (San Jose), January 1998.

[6] R. Muller and T. Kamins, Device Electronics for Inte-

grated Circuits, Wiley, 1986.
[7] G. Weckler, “Operation of p-n Junction Photodectors in

a Photon Flux Integration Mode,” IEEE Journal of Solid
State Circuits 2(3), pp. 65–73, 1967.

[8] P. J. W. Noble, “Self-Scanned Silicon Image Detector Ar-
rays,” IEEE Transactions on Electron Devices 15, pp. 202–
209, April 1968.

[9] S. G. Chamberlain, “Photosensitivity and Scanning of Sil-
icon Image Detector Arrays,” IEEE Journal of Solid State
Circuits 4(6), pp. 333–342, 1969.

[10] P. W. Fry, P. J. W. Noble, and R. J. Rycroft, “Fixed-Pattern
Noise in Photomatrices,” IEEE Journal of Solid State Cir-
cuits 5(5), pp. 250–254, 1970.

[11] S. G. Chamberlain and V. K. Aggarwal, “Photosensitivity
and Characterization of a Solid-State Integrating Photode-
tector,” IEEE Journal of Solid State Circuits 7(2), pp. 202–
204, 1972.

[12] J. S. Brugler, J. D. Meindl, J. D. Plummer, P. J. Salsbury,
and W. T. Young, “Integrated Electronics for a Reading
Adi for the Blind,” IEEE Journal of Solid State Circuits 4,
pp. 304–312, December 1969.

[13] J. D. Plummer and J. D. Meindl, “MOS Electronics for a
Portable Reading Aid for the Blind,” IEEE Journal of Solid
State Circuits 7, pp. 111–119, April 1972.

[14] S. Horiuchi and R. D. Melen, “A 24 × 6 Interlaced-Scan
MOS Image Sensor,” IEEE Journal of Solid State Circuits
, pp. 286–288, August 1973.

[15] T. Ando, Y. Ishihara, and T. Akahoshi, “New Solid-State
Image Scanner Capable of Random Positioning,” IEEE
Journal of Solid State Circuits 7, pp. 251–253, June 1972.

[16] W. Boyle and G. Smith, “Charge Coupled Semiconductor
Devices,” Bell Systems Technical Journal 49, p. 587, 1970.

[17] R. H. Walden et al., “The buried channel charge coupled
device,” Bell Systems Technical Journal Briefs , p. 1635,
1972.

[18] M. Cutler and other. U.S Patent No. 3,781,574, 1973.
[19] M. Blouke et al., “Three-phase, backside-illuminated 500

× 500 CCD,” in ISSCC Digest of Technical Papers, (San
Francisco), February 1978.

[20] S. Ohba et al., “MOS Area Sensor: Part II – Low-Noise
MOS Area Sensor with Antiblooming Photodiodes,” IEEE
Transactions on Electron Devices 27, pp. 1682–1687, Au-
gust 1980.

[21] M. Aoki et al., “2/3-Inch Format MOS Single-Chip Color
Imager,” IEEE Transactions on Electron Devices 29,
pp. 745–750, April 1982.

[22] S. Ohba et al., “Vertical Smear Noise Model for an MOS-
Type Color Imager,” IEEE Transactions on Electron De-
vices 32, pp. 1407–1410, August 1985.

[23] H. Ando et al., “Design Consideration and Performance



of a New MOS Imaging Device,” IEEE Transactions on
Electron Devices 32, pp. 1484–1489, August 1985.

[24] R. Forchheimer and A. Ődmark, “A Single Chip Linear
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